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Efficient Krylov-Subspace Simulation of
Autonomous RF/Microwave Circuits Driven by
Digitally Modulated Carriers
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Abstract—The Letter presents a new approach to the simulation that were previously developed for the nonautonomous case [5]

of self-oscillating nonlinear circuits excited by modulated RF/mi-  can be reused for autonomous circuits, with the same efficiency

crowave carriers and/or dc sources. The anqu5|s is reduced to the in the exploitation of the available computer resources.
solution of a sequence of coupled harmonic-balance systems. A

Krylov-subspace method explicitly developed for autonomous cir-
cuits and the suppression of any time-domain integration provide a Il. ANALYSIS OF AUTONOMOUS CIRCUITS UNDER
dramatic speed increase with respect to conventional envelope-ori- MODULATED RF DRIVE
ented techniques. . .
The state variables (SV) of a modulated RF/microwave

regime take on the form

z(t) = Z Xi(t) exp(jQut)

Index Terms—Autonomous circuits and systems, envelope anal-
ysis, harmonic-balance analysis, modulators.

. INTRODUCTION

H
HE US_E of hybrid tlme-frequency tec_:hmqueg iS now We_II _ Z X(t) exp <j Z khwht> 1)
established for the analysis of nonlinear microwave cir- =

cuits forced by digitally modulated carriers [1][2]. With these
methods, baseband and microwave analysis are decoupletiigre thev;, (1 < h < H) are RF/microwave fundamental an-
the sense that the former is carried out by time-domain int@ular frequencies (carriers), akds an H-vector of harmonic
gration of the signal modulation laws (or complex envelope§)ymbersk;. The slowly time-dependent quantitié&(¢) are
and the latter by performing a harmonic-balance (HB) analyglie complex modulation laws or time-dependent harmonics. In
at each envelope-sampling instant. This approach thus shdhgsforced case, the modulation laws are sampled at a number of
some of the typical disadvantages of time-domain simulatiowdiformly spaced time instants (1 < n < N), called theM S
In addition, in the case of autonomous circuits, continuatidistants, and th&(x(#,,) are assumed as the problem unknowns.
with artificial embedding (usually implemented by introducing he electrical regime may be described as a sequence of RF
in the circuit a fictitious RF source or probe) [3] is normallypseudo-steady states to be determined by local HB analyses [5].
used to solve the HB system. As a result, the analysis beconfish steady states are coupled through the envelope derivatives,
much slower than that of a completely forced circuit with tha@ppearing both in the device and in the linear subnetwork equa-
same number of nonlinear devices, and the implementationt@ns. In turn, the envelope derivatives may be computed by
Krylov-subspace techniques for dealing with large circuits [4Jne-sided multipoint incremental rules of the form
becomes more difficult. This paper describes a Krylov-subspace M
algorithm, allowing large self-oscillating (autonomous) RF/mi- dX(t) ~

. . . . ~ Z a/rn,Xk(tn—rn) (2)
crowave circuits excited by modulated carriers to be analyzed dt
in the frequency domain by solving a sequence of modified HB
systems with no time-domain integration. The phase indeterriith known coefficients:,, [6]. By requiring that the linear and
nacy of the oscillatory regime at each envelope sampling poi@nlinear subnetwork equations be simultaneously satisfied at
is removed by adding an auxiliary equation enforcing the rel@achM S instant, we may generate a nonlinear solving system
tionship between instantaneous phase and frequency deviatigfighe form [5]
In this way, most of the sophisticated computational algorithms

h=l

t=ty m=0

En[Sn;Sn—lv "-7Sn—1\4]:0 (1SHSN) (3)
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respect to an ordinary HB analysis because the unknowns pmblem, we retain the basic structure of the nonautonomous
pear in it both in the normal way and through the expressioagstem (3) and impose the phase constraint (7) by adding an
(2) of the envelope derivatives. auxiliary equation. Assuming that the real and imaginary parts
If one of the RF fundamentals, say, is autonomous, (1) of X g(#,,) are thepth andgth entries of the real state vecisy,,

cannot be directly used in the solution process because HB amalmelys,, ., Sy, the HB solving system (3) is replaced by (8),
ysis is unable to account for the relationship between instant@here the unknown fundamental frequency has been put into
neous phase and frequency deviations. Indeed, in HB termsewatdence for convenience

eachM S instant, the phase of the autonomous regime is inde- [ En[Sn, wio + Awr(tn); Sn1, ..., Snem] =0
terminate, and can be arbitrarily fixed. In order to circumvent {Sin[<1>R(tn)]5np — cos[@R(£)]Snq = 0. (8)

this difficulty, in (1) we explicitly put into evidence the phasebwing to the relationship (7) betweelwg(t,) and @ g(t,),
modulation lawd g(t) of a reference harmonic identified by they,, everyn (8), is a system of/ = T + 1 equations in as many
harmonic vectok = R with B, = 1. (1) is thus replaced by |, nknowns. Fom — 1, we haveAwg(t) = 0, g(t) = 0,
z(t) = Z X'(t) so that the unknowns are the entriesSf andw,o. Forn >
k 1, wyg is held fixed, and the unknowns are the entrie§ gfand
I Awg(t,). The Jacobian matrix of (8) is
exp [j {kl[wlot + (1) + Z khwht}] 4) 7. oFE,
=2 J= dwy 9)
wherewq is the value that the free fundamental takes on in D D,
the absence of modulation. Note that the time-dependent hgfere.,, is theT x " Jacobian matrix of the forced system (3),
monics in (4) are denoted bY’x(¢) and are related to the har-g /9., is a column vector of siz&, andD is al x T row
monicsX(¢) used in the original representation (1) by matrix. When (9) is multiplied by a real vectgg; of dimen-
Xi(t) = X'5(t) explik1 ®r(2)]- (5) sionU, most of the CPU time is spent in the multiplication of

When (4) is adopted, by definition, the phase of the referenté& by the firstT” entries ofg,;, which can be accomplished by

harmonicX z(¢) must be held fixed to zero throughout the anafhe efficient algorithms discussed in_ [_4] for the nonautonomous
ysis. As in the forced case [5], we may now replace the slow se. The overhead due to the additional equation appearing in

modulated electrical regime (4) by an ordinary quasiperiod ) with rgspect to (3) is negligible whén exceeds afew thpu-
regime in the neighborhood of eadhis instantt,, . We assume sand. This allows the use of Krylov-subspace technigues in con-

that the “best” local approximation to a slowly modulated sind‘-”_‘C“Of? with the e_znvelope-oriented anglysis of autonomous cir-
soid is represented by an ordinary sinusoid whose amplitu&é','ts with essentially the same ””mef'ca'_ performance already
phase, and frequency coincide with the instantaneous amgﬁe_monstrated for completely forced circuits [5].

tude, phase, and frequency of the modulated signal evaluated
at the sampling instant of interest. In the neighborhood,.of

I1l. A PPLICATIONS

(4) is thus replaced by We consider a single-conversion transmitter front-end,
Z X'i(tn) expliki®r(tn)] including a doubly-balanced quadrature mixer arranged in a
s " ’ " lower-sideband suppressing configuration, amplifiers, passive

" coupling circuits, and several linear parasitics, for a total of
. np = 101 device ports and 1050 nodes. The LO signal is
€Xp [" {kl[“’lo + Awr(t)]f + Z kh“’htH ©)  sinusoidal with—6 dBm available power at 790 MHz. IM
. =2 products of the LO and IF up to the 4th order are taken into
where Awg(f) = dOg(t)/dt is the instantaneous angular fréaccount, so thaP = 20. The signal source connected to the
quency deviation of the reference harmonic. Note that the hﬁE'input is a VCO designed for a free-running fundamental
monics of the local regime (6) coincide with the values th quency of oscillationsio/27 = 45 MHz and an output
the time-dependent harmonics of the original representation er of 0 dBm when thel(;nodulating voltage is fixed-6 V.
take on att = #,. In order to solve the chaI_HB_ syst_em b he tuning sensitivity is about 300 kHz/V. We now assume that
the Newton method for autonomous quasiperiodic regimes, {

: . . %ligital signal consisting of an NRZ periodic sequence of 512
phase of an arb |trar/y harmonic, s&k(¢), must be flxgd [7]. b with a bit rate of 80 kb/s is superimposed on the quiescent
Since the phase o¥ () must be zero for any, according to

; —5 V bias applied to the modulating input of the VCO. Each
(5)’. th_e phase OﬁR(t_") should be S?t t@g(t,), because by bit in the sequence is treated as a statistically independent
definition R; = 1. This phase value is unknown. However, b

it tina the f deviation f ot biai ¥andom variable that may take on the value6.2 V with
integrating the frequency deviation o 10 7, we obtain equal probabilities. The corresponding frequency deviation is

Op(tn) = Pr(tn_rr) + /t” Awg(t) dt 60 kHz. The transitions between the two logical levels follow
o 1t a raised-cosine waveform with 5%-95% rising and falling
M times equal to 1/10th of the bit interval. In Fig. 1, the actual

~Op(t,_nm)+ Z emAwr(tn—m) (7) signal spectrum at the front-end RF output is compared with

m=0 the theoretical spectrum of the binary CPFSK signal generated

where the:,,, are coefficients of a constant-step integration foby an ideal modulator fed by an infinite sequence of bits [8].
mula [6]. In order to correctly formulate the autonomous HBh Figs. 2 and 3, the instantaneous frequency deviation at the
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— 800 kb/s — modulating signal
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Fig. 1. Normalized spectrum of the front-end RF output signal compared wit
the spectrum of an ideal binary CPFSK signgl=£ frequency offset from the
carrier,T = bit interval).

bit intervals

Fig. 3. Instantaneous frequency deviation of the front-end RF output signal
compared with input modulating signal (800 kb/s). First 50 bits of a 512-bit

‘ — 80 kb/s — modulating signal
\ sequence.
150 47
E 100 P 1 alEE ™o N nt 48 i.e., with the VCO output port loaded by a SDresistor. In this
= o1 L &  case, we have three device ports and 14 nodes, so that the total
£ 0 : ﬂ Wi ’_1 ﬂ | W ﬂ r—\ ﬂ 111+ % number of nodal unknowns reduces to 516 096. The simulation
o HHH A - A 50 2 now requires about 0.1 s of CPU time pk&fS instant, for a
s £  total of 408 seconds. This is about nine times faster than a
g S0l d U U L L L M S1 £ typical envelope-oriented technique based on the probe method
s ULU L Ul R R R S = for autonomous circuit analysis [3].
é -100 — -5.
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